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Experimental and Theoretical Electrostatic Moments and Interaction
Energies of an Angiotensin II Receptor Antagonist (C30H30N6O3S)
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Introduction

In the last decade several attempts have been made to un-
derstand the molecular basis for hypertension through the
study of sartans, a class of non-peptide angiotensin II (AII)

antagonists: the structural features that characterise the
pharmacophoric fragments of these drugs have been widely
examined, the final target being the prediction of the drug–
receptor interaction.[1–4] As for most drugs and hormones,
the physiological effect of sartans is accomplished by bind-
ing to a specific receptor, the AT1 receptor: according to the
“lock and key” model, frequently adopted in molecular
modelling calculations, it is assumed that the receptor has
specific steric requirements that enable recognition of only
the natural substrate and closely related analogues. This is
the basis of the structure–activity approach to drug design.

In addition to steric interactions, another important pre-
requisite for binding is a high degree of complementarity
between the charge distributions of the drug and its recep-
tor. A detailed description of the total charge density and of
the electrostatic properties (such as the electrostatic poten-
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tial and the electric moments) of the drug is crucial to quan-
tify the energy of interaction with the receptor[5–7] and to
characterise the key features of its biological activity, with
special reference to selectivity and specificity of binding.
However, while the electrostatic potential is now widely ac-
knowledged as a reactivity index[8,9] and is frequently report-
ed in the literature relating to drug molecules, including
some sartans,[1,3] the relevance of first and second electro-
static moments in predicting the binding mechanism in mo-
lecular recognition processes has been discussed in only a
few cases[10–13] and never in the case of AII antagonists.
Electric moments have the great advantage of being deriva-
ble with great accuracy from both theoretical calculations
and X-ray diffraction experiments of charge density quali-
ty:[9,14] a comparison between the two estimates can reveal
fundamental insights, for example, into the charge rear-
rangement that occurs upon crystallisation, and shows bene-
fits and drawbacks of both methods.

We recently reported the low-temperature (T=17 K) X-
ray crystal structure of an AT1-selective angiotensin II re-
ceptor antagonist belonging to the class of sartans, named
LR-B/081 (alias milfasartan (1), see Scheme 1).[15] In that

paper, hereinafter referred to as Paper 1, the structural fea-
tures of 1 were thoroughly discussed and both the full topo-
logical analysis of its experimental charge density distribu-
tion 1(r) and the molecular electrostatic potential f(r) were
presented. This allowed us to clarify important features of
intra- and intermolecular interactions, such as the electro-
static nature of two short S···O and S···N intramolecular con-
tacts that stabilise the overall conformation of 1, and to elu-
cidate the f(r) features which play a key role in the binding
to the AII receptor.

The objective of this work was to improve the actual un-
derstanding of sartans activity by using the electrostatic mo-
ments and the intermolecular interaction energies of milfa-
sartan (obtained from both an X-ray diffraction experiment
and the ab initio wavefunction) to characterise the physical
nature of the drug–receptor interaction. In particular, relia-
ble answers to the following questions were sought:
1) Which are the key intra- and intermolecular interactions
responsible for the high activity of LR-B/081? 2) Is the

nature of the drug–receptor interaction mainly electrostatic
or dispersive? 3) Can we gain an insight into the driving
force for the recognition process?

Since both the chemical identity and the structure of the
AII receptor are unknown,[16] a major limitation of our ap-
proach is that the only clues as to the mechanism of drug
action are provided by the drug molecules themselves. How-
ever, it has recently been acknowledged[17,18] that, as the
crystallisation process involves the molecular self-recogni-
tion phenomenon, the interactions between nearest neigh-
bours in a molecular crystal closely resemble those between
a guest molecule and its host. It follows that the physical
properties of a drug molecule such as 1 in its crystal form,
explaining the molecular self-affinity that gives rise to crys-
tallisation, can rightly be used as the structural basis for rec-
ognising attractive interactions between the drug and its re-
ceptor.

In this report several molecular properties of 1 at T=

17 K are discussed and compared with the theoretical results
obtained for both the crystal and the isolated molecule:
1) geometric and topological features; 2) QTAIM[19] atomic
volumes and charges; 3) molecular electric moments up to
the fourth rank; 4) hydrogen-bonding properties: energetics
and pharmacophoric features; 5) the total intermolecular in-
teraction energy (Eint) of dimeric adducts, focusing on the
electrostatic contribution (Ees) to Eint.

Methods

X-ray diffraction : Full crystallographic and refinement details are report-
ed in Paper 1.[15] They can be summarised briefly as follows: a total of
51485 intensities were collected at T=17(1) K up to a 2q value of 758 for
graphite-monochromated MoKa radiation.[20] Weighted averaging of mul-
tiple data yielded 14698 independent reflections of which 13812 were ob-
served (I>0). The electron density was obtained from the diffraction
data by a multipolar expansion up to the hexadecapole level (lmax=4) for
sulfur, oxygen, nitrogen and carbon atoms and up to the quadrupole
level for hydrogen atoms, according to the rigid pseudoatom formalism
of Stewart.[21] Anisotropic displacement parameters (ADPs) for hydrogen
atoms were also included, as obtained from spectroscopic information
and molecular rigid-body librations.[22] All refinements were carried out
using the VALRAY[23] program.

CCDC 207037 contains the supplementary crystallographic data for
Paper 1. These data can be obtained free of charge from the Cambridge
Crystallographic Data Centre via www.ccdc.cam.ac.uk/data_request/cif.

Theoretical calculations : Single-molecule calculations within the frame-
work of the density functional theory (DFT) were performed using the
Gaussian 98 (G98)[24] and ADF-2004.01[25,26] programs on the LR-B/081
molecule and on six isolated dimeric adducts using the 17 K experimental
geometry. In the G98 calculations, the standard split-valence triple-expo-
nential 6-311G** basis set and BeckeRs three-parameter hybrid DFT
method,[27] combined with the non-local correlation functional of Lee,
Yang and Parr (B3LYP)[28] were used, while in the ADF calculations we
adopted the standard triple-zeta exponential (TZP) basis set and BeckeRs
1988 exchange functional[29] combined with Lee, Yang and ParrRs correla-
tion functional (BLYP).[28] Geometry optimisation of the LR-B/081 mole-
cule was performed at the B3LYP/6-311G** level of theory using the ex-
perimental geometry as an initial guess.

Fully periodic DFT calculations on the 17 K experimental geometry were
carried out with the CRYSTAL2003 program[30] using the 6-31G**[31]

basis set and the same functional as used in the G98 calculations. Static

Scheme 1. AT1-selective angiotensin II receptor antagonist LR-B/081.
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structure factors Fc (the same hkl indices as in the X-ray experiment) in
the range 0< sinq/l<0.86 T�1 were obtained through a Fourier trans-
form of the theoretical periodic 1(r). Only the charge density multipole
parameters (up to the fourth order on sulfur, oxygen, nitrogen and
carbon atoms and to the second order on hydrogen atoms, in analogy
with the analysis of the experimental structure factors) were varied in the
iterative least-squares refinement of Fc using the code VALRAY.[23] In
the following and in the tables the notations MCG-B3LYP and MCG-
BLYP are used to distinguish molecular calculations on the crystal geom-
etry (with GAUSSIAN and ADF, respectively) from those on the period-
ic crystal (marked as P-B3LYP), whereas the results of the geometry op-
timisation are referred to as MOG-B3LYP.

Basis set superposition errors (BSSE) were accounted for by the counter-
poise correction method[32] in the calculation of the dimer interaction en-
ergies.

Analysis of experimental and theoretical 1(r) in terms of their topologi-
cal features, nuclear-centred distributed multipole analyses (DMA) and
derived properties were performed by means of the PAMoC (Properties
of Atoms and Molecules in molecular Crystals) program,[33] which re-
trieves all required data from either the binary checkpoint file produced
by VALRAY[23] or the AIMPAC wavefunction files[34] generated by G98
and ADF. The topologies of both the theoretical and experimental 1(r)
fulfil the PoincarU Hopf relationship.[19]

Results and Discussion

Geometric and topological features with a comparison be-
tween the crystal and gas-phase molecule : The LR-B/081
molecule at 17 K has a molecular structure in the crystal
form that roughly fits into a triangle 16V15V14 T3 with the
butyl chain, the C22�C23 bond of the 1,6-substituted phenyl
group (hereinafter o-phenyl group) and the CH3 group of
the methyl ester fragment at the three corners of the trian-
gle (Figure 1a). The thiophene, the pyrimidinone and the
tetrazole rings are linked in a cyclic structure by three short
intramolecular contacts, namely N4···H9 (2.751(6) T),
S1···N5 (3.2950(3) T) and S1···O1 (3.1995(3) T), with the as-
sociated topological rings (see Paper 1).[15] This structure is
further stabilised by the H5A···O3 interaction (2.200(6) T)
which locks the 3-substituted thiophene in a favourable con-
formation.

Despite the large number of conformational degrees of
freedom of this molecule, the gas-phase-optimised molecular
conformation (Figure 1b) is similar to that found in the crys-
tal. By comparing the two sets of torsion angles that de-
scribe the molecular conformation (Table 1), it can be seen
that only a few of them are significantly different, and refer
to the relative orientation of the rings in the biphenyltetra-
zole (BPT) moiety and to the direction of the butyl chain
with respect to the central pyrimidinone ring. As in the 17 K
experimental structure, the theoretical conformation is char-
acterised by a syn orientation of the tetrazole and pyrimidi-
none rings relative to the 1,4-substituted phenyl ring (here-
inafter p-phenyl group) and is stabilised by the short intra-
molecular contacts, N4···H9 (3.3222 T), S1···N5 (3.2212 T),
S1···O1 (3.3064 T) and H5A···O3 (2.1992 T). The experi-
mental and theoretical electron density properties at the
bond critical points (bcps) of these interactions are listed in
Table 2: it can be seen that, whereas the H5A···O3, S···N

and S···O interactions are described in a very similar way by
the two approaches on both geometric and topological
grounds, the N4···H9 contact is longer in the gas-phase ge-

Figure 1. a) Experimentally determined molecular structure of LR-B/081
at 17 K with the atom-numbering scheme. Hydrogen atoms are num-
bered according to the heavy atom to which they are bonded. b) Gas-
phase-optimised molecular conformation of LR-B/081 (MOG-B3LYP).
Short intramolecular contacts are represented as dashed lines.

Table 1. Comparison between gas-phase-optimised and experimental
(17 K) conformational parameters of LR-B/081.

Torsion angle [8]
MOG-B3LYP Experimental

t1=C20-C25-C26-N6 13.89 55.99(5)
t2=C21-C20-C17-C16 75.79 50.84(4)
t3=C15-C14-C13-C4 123.16 163.01(2)
t4=C14-C13-C4-C3 �72.42 �78.25(5)
t5=C3-N2-C5-C6 94.63 92.44(3)
t6=N2-C5-C6-C7 128.83 133.33(4)
t7=C5-C6-C7-C10 �1.17 �3.03(4)
t8=C6-C7-C10-O2 �181.87 �171.07(3)
t9=C7-C10-O2-C11 180.16 176.57(3)
f1=C4-C1-C27-C28 103.56 83.66(4)
f2=C1-C27-C28-C29 175.72 173.08(2)
f3=C27-C28-C29-C30 179.96 173.99(3)
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ometry than in the experimental one and the theoretical
bond critical point (bcp) is therefore absent. In the opti-
mised ab initio geometry an extra short intramolecular N�
H···p contact is set up between the hydrogen atom of the
acidic N6�HN6 group and the aromatic C17 atom. In agree-
ment with one of the rules for the packing of hydrogen-
bonded crystals proposed by Bertolasi et al.,[35] this bond
does not occur in the crystal; instead the N6�HN6 group is
involved in a competing intermolecular hydrogen bond with
the N1 atom of the pyrimidinone ring of another mole-
cule.[15]

The role of intramolecular non-covalent S···O interactions
in the conformation and activity of biologically important
systems has been investigated in the case of 1,4- and 1,5-
type interactions.[36,37] The same role has been suggested in
Paper 1 for the observed 1,6-type S···O close contact in 1 on
the basis of the experimental geometry.[15] This hypothesis is
now reinforced by the theoretical results, which indicate the
same favourable interaction is also present in the gas-phase
geometry. Interestingly, this fits very well with a feature ob-
served in both AII and peptide AII antagonists such as Sar-
mesin in numerous quantitative structure–activity relation-
ship (QSAR), conformational and modelling studies,[1c,4,38, 39]

which showed the existence of short, stabilising intramolecu-
lar contacts between the side-chain aromatic rings of the
triad key amino acids Tyr4-His6-Phe8. As a result, the pep-
tides assume a ring cluster conformation characterised by a
charge relay system and recognised as essential for angioten-
sin II biological activity.

Atomic and molecular volumes : The exploration of the mo-
lecular volume and surface of a drug is frequently the first
step to understanding drug action as the receptor cavity
must usually be tightly filled with the interacting ligand to
obtain an efficient and specific binding. In our theoretical
calculations the in-crystal QTAIM[19] atomic volumes Vcry

are defined by the interatomic boundaries in the crystal,
whereas atomic volumes of isolated molecules, denoted by
V001, are based on a cut-off of 1=0.001 atomic units.

For a proper comparison with theory, we have also ap-
plied this cut-off to the experimental density, considering a

single molecule extracted from the crystal (and nonetheless
reflecting the interaction with the crystal environment) with
the molecular boundaries artificially moved to infinity. The
results are reported in full in the Supporting Information. In
many cases, there are clear differences between Vcry and
V001, reaching more than 4 T3 for sulfur and more than 2 T3

for O3, N5 and C24. However, the charges are not affected,
their values being practically equal within the experimental
uncertainty. The molecular volume in the crystal is given by
�aVcry,a=691.22 T3 and, when multiplied by Z=8, reprodu-
ces the unit-cell experimental volume to within 0.2%. On
the other hand, the sum of the V001 volumes (643.75 T3) dif-
fers from the theoretical MCG-B3LYP molecular volume
(662.64 T3) of the isolated molecule by less than 3%. These
results support the reliability and accuracy of the integration
procedure.

Atomic and group charges : In the aspherical atom formal-
ism of Stewart,[21] the experimental charge density 1exp(r) is
obtained as a superposition of atomic contributions 1a(r)
[Eq. (1)], each one being modelled by the sum of two terms,
a spherical part describing both the inner core of the atom
and an unperturbed contribution to the valence and an
aspherical one associated with the deformable valence and
rendered by a multipolar expansion. Atomic contributions
to 1exp(r) are given formally by Equation (2), where the
vector pa is in the form of a spherical tensor[7] and contains
the monopole and higher multipole populations of atom a

as obtained by least-squares refinement of the experimental
structure-factor amplitudes, whereas the elements of vector
fa(r) are nuclear-centred cartesian spherical harmonics[40]

augmented with properly chosen radial functions.

1expðrÞ ¼
X

a

1aðrÞ ð1Þ

1aðrÞ ¼ f aðrÞpa ð2Þ

Unabridged cartesian moments of the charge density ma
(l)

are obtained as expectation values [Eq. (3)] of the operator
xiyjzk of rank l= i+ j+k (i,j,k=0,1,2,3,. .). In Equation (3) in-
tegration is extended over all the space pertaining to the nu-
clear centre a, whose electron density is given by Equa-
tion (2).

mðl¼iþjþkÞ
a ¼

Z
xiyjzk1aðrÞdr ð3Þ

Equations (1), (2) and (3) introduce a fuzzy boundary
partitioning of 1exp(r) into atomic contributions that overlap
each other, known as StewartRs pseudoatoms.[21b] On the
other hand, BaderRs quantum theory of atoms in molecules
(QTAIM)[19] provides a unique discrete boundary partition-
ing of the real space of a molecule or crystal into submolec-
ular regions, fragments or single atoms, to which all theo-
rems of quantum mechanics apply. QTAIM moments are
obtained by integrating the moment operator xiyjzk inside
the atomic basin Wa of atom a [Equation (4)].[41]

Table 2. Experimental (first row) and theoretical (MOG-B3LYP, second
row) geometrical and topological properties at the bond critical points
(bcps) of the most relevant intramolecular interactions in LR-B/081.[a]

H···A/X···A
[T]

aD-H-A
[8]

1bcp

ACHTUNGTRENNUNG[eT�3]
521bcp

ACHTUNGTRENNUNG[eT�5]

C9�H9···N4 2.751(6) 128.9(4) 0.043(3) 0.54(1)
3.322 135.1 no bcp

C5�H5A···O3 2.200(6) 126.3(4) 0.120(8) 1.74(7)
2.192 129.0 0.121 1.51

S1···N5 3.2950(3) 0.050(1) 0.60(1)
3.2212 0.061 0.68

S1···O1 3.1998(3) 0.063(2) 0.74(1)
3.3064 0.047 0.58

N6�HN6···C17 3.161(9) 82.2(5) no bcp
2.446 111.2 0.086 1.03

[a] Experimental standard uncertainties are given in parentheses.
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mðl¼iþjþkÞ
a ¼

Z
Wa

xiyjzk1ðrÞdr ð4Þ

The zeroth-rank moments mð0Þ
a =pð0Þ

a give the atomic popu-
lation, that is, the total number of electrons, of atom a.
Hereinafter they will be replaced by the atomic net charge
qa=Za�mð0Þ

a , where Za defines the nuclear charge of atom
a.

StewartRs charges, as obtained through the multipolar re-
finement of the X-ray data, have been reported in
Paper 1:[15] in addition, both the experimental and the theo-
retical (MCG-B3LYP and MOG-B3LYP) 1(r) of LR-B/081
have now been analysed in terms of the QTAIM[19] DMA
and the results are reported in full in the Supporting Infor-
mation. The experimental and theoretical MCG-B3LYP
values are fairly well correlated (qexpt=0.92(2)qtheo, r=0.988,
Figure 2), although the theoretical values are slightly overes-
timated compared with the experimental values, as found re-
cently by Abramov and co-workers.[42] In Figure 3b the dis-
tribution of the experimental QTAIM charges is graphically

displayed on the van der Waals surface of 1: this visual ren-
dering allows a sort of “painting” of the surface of the mole-
cule according to atomic charges, indicating the presence of
polar/apolar groups. Figure 3b shows that most of the atoms
(ca. 80%) have atomic charges close to zero, but when sum-
ming the atomic charges of specific fragments or functional
groups of the molecule, the group charges (Table 3) reveal
the presence of regions where the electron distribution is
concentrated (as in the central pyrimidinone ring, the termi-
nal tetrazole ring and the methyl ester moiety) and depleted
(as in the bridging methylene group between the thiophene
and pyrimidinone rings and in the butyl chain). As a whole,
the charge distribution in 1 is not characterised by a unique
electrophilic region opposed to a nucleophilic area, but
rather by a mixture of electropositive and electronegative
zones. Indeed, charges of opposite sign, rather than being

Figure 2. Linear correlation between experimental and MCG-B3LYP
values of QTAIM charges (e). The standard uncertainties of the experi-
mental charges are reported as vertical bars.

Figure 3. a) Experimentally determined molecular structure of LR-B/081
at 17 K. The dark and light arrows indicate the direction of the experi-
mental dipole vector obtained from Stewart and Bader partitioning of
the electron density, respectively. b) van der Waals surface of LR-B/081
in the crystal form. The colour code indicates the experimental QTAIM
net atomic charges and ranges from +1.43 (red) to �1.10 electrons
(blue).

Table 3. Group charges from QTAIM partitioning of the electron densi-
ty.[a]

Group Experimental MCG-B3LYP MOG-B3LYP

pyrimidinone �0.72(4) �0.747 �0.736
C(12)H3 0.162(8) 0.143 0.141
n-butyl 0.206(9) 0.098 0.096
tetrazole �0.177(6) �0.155 �0.167
thiophene 0.10(1) 0.093 0.087
methyl ester �0.12(3) �0.151 �0.151
p-phenyl �0.019(7) 0.003 �0.008
o-phenyl 0.041(9) 0.108 0.136
C(13)H2

[b] 0.103(8) 0.094 0.094
C(5)H2

[c] 0.436(7) 0.514 0.509

[a] All values are in electrons. Experimental standard uncertainties are
given in parentheses. [b] Bridging methylene between biphenyl and pyri-
midinone moieties. [c] Bridging methylene between thiophene and pyri-
midinone moieties.
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well separated, are markably mixed, as indicated also by the
short distance between the centres of positive and negative
charges (0.2 T for experimental QTAIM values).

The differences between the experimental (in-crystal) and
theoretical (isolated molecule) charges hint at the degree of
polarisation of the electron distribution due to the intermo-
lecular interactions: in the crystal the butyl chain becomes
significantly more positive and the o-phenyl group less posi-
tive, meaning that some electronic charge is transferred
from one end of the molecule to another upon crystallisa-
tion.

We also note that both the experimental and the theoreti-
cal QTAIM charges confirm the electrostatic nature of the
S···N and S···O interactions discussed in Paper 1.

Molecular electrostatic moments : These quantities provide a
concise summary of the nature of the charge distribution
over the molecule: the monopole (the electric moment of
rank zero) represents the total charge and the higher poles
are a measure of the charge separation.

The molecular electrostatic moments of 1 have been cal-
culated up to the fourth rank by shifting all atomic moments
ma to a common origin,[43] the centre of mass of the mole-
cule, and then summing the results [Eq. (5)]. The shift ma-
trices Sa ACHTUNGTRENNUNG(Ra�Ro)

[33,43] depend on the cartesian coordinates
of the nuclear centre a, Ra and of the molecular centre of
mass Ro.

mmol ¼
X

a

SaðRa�RoÞma ð5Þ

The molecular moments obtained through Equation (5)
are invariant with respect to the partitioning scheme used to
evaluate the atomic moments ma :

[44] for periodic systems,
this holds only if the asymmetric unit contains no more than
one molecule, as in the case of 1, and fuzzy partitioning
schemes are used. As fuzzy molecules have boundaries at in-
finity, fuzzy partitionings of periodic electron densities (like
Stewart[21] and Mulliken[45] DMAs) yield molecular moments
that refer to a molecule removed from the crystal. QTAIM
discrete partitioning of periodic electron densities may give
two different results depending on the definition of molecu-
lar boundaries. When molecular boundaries are moved arti-
ficially to infinity (by the same criterion as used in the previ-
ous section to evaluate V001 so that the molecule is removed
from the crystal), QTAIM molecular moments are identical
to Stewart molecular moments within numerical accuracy.
On the other hand, when molecular boundaries are defined
by the interatomic boundaries in the crystal, then the real
in-crystal molecular moments are obtained.

The molecular first and second moments of 1, based on a
number of partitioning schemes applied to the present ex-
perimental and theoretical electron densities, are listed in
Table 4 and Table 5, respectively, and higher order moments
are graphically visualised in Figure 4 and Figure 5. Further
details are reported in the Supporting Information. All com-
ponents are referrred to the inertial reference system of co-

Table 4. Experimental and theoretical molecular dipole moments
[debye] of 1.[a]

Experimental Theoretical
Stewart[b] QTAIM[c] MCG-

B3LYP
MOG-
B3LYP[d]

P-
B3LYP[e]

jm j 6.8(15) 5.4(14) 2.88 3.64 1.48
mx 2.2(21) 1.5(20) �2.47 �0.52 �0.44
my �6.4(16) �5.0(14) �1.38 �3.59 �1.30
mz �0.8(6) �1.3(5) �0.56 �0.26 �0.54

[a] The component values refer to the inertial coordinate system with the
origin at the centre of mass. Experimental standard uncertainties are
given in parentheses. [b] Calculated from StewartRs atomic populations.
[c] Calculated from BaderRs atomic basins. [d] The components are in the
rotated coordinate system which maximises the overlap between the ex-
perimental and the optimised geometries. [e] Calculated from Mulliken
DMA.

Table 5. Experimental and theoretical components of the molecular
second moment m(2) [buckingham=debyeT] of 1.[a]

Experimental Theoretical
Stewart[b] QTAIM[c] MCG-

B3LYP
MOG-
B3LYP[d]

P-
B3LYP[e]

mxx �202(12) �193(10) �193 �197 �194
myy �214(11) �215(10) �236 �249 �228
mzz �244(7) �237(5) �247 �246 �235
mxy 8(9) 9(6) 5 13 7
mxz 14(5) 16(3) 17 10 14
myz 1(5) 2(2) �1 �5 1
isotropic
value[f]

�220(6) �215(5) �225 �230 �219

anisotropy[g] 6.9(9) 7.0(7) 7.6 7.7 6.9
asphericity[h] 0.030 0.076 0.043 0.052 0.030

[a] The component values refer to the inertial coordinate system with the
origin at the centre of mass. Experimental standard uncertainties are
given in parentheses. [b] Calculated from StewartRs atomic populations.
[c] Calculated from BaderRs atomic basins. [d] The components are in the
rotated coordinate system which maximises the overlap between the ex-
perimental and the optimised geometries. [e] Calculated from Mulliken
DMA. [f] One third of the trace of m(2). [g] See text for definition.
[h] Obtained from Equation (6).

Figure 4. Linear correlation between experimental and MCG-B3LYP
values (in debyeT2) of the third moments of 1. The standard uncertain-
ties of the experimental values are reported as vertical bars.
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ordinates with the origin at the centre of mass of the mole-
cule.

Dipole moments : The magnitude of the dipole vector, whose
components provide a measure of the polarity of a molecu-
lar charge distribution, was found to be jm j=6.8(15) debye
(D) from the Stewart partitioning of the experimental 1(r)
applied to the molecule extracted from the crystal. The
value decreases to 5.4(14) D when the QTAIM partitioning
is applied to the molecule in the crystal form (Table 4). The
two vectors point in the same direction, that is, towards the
butyl chain, the angle between them amounting to about 88
(Figure 3a). This confirms the findings on the atomic charges
and agrees with the results of previous studies on 1,[3,15]

which showed a large region of positive long-range potential
around the 6-butyl chain which is believed[1a] to fit into a lip-
ophilic pocket of the receptor that accommodates the Ile5

side-chain of AII. In the crystal the dipole moment is orient-
ed almost parallel to the crystallographic [010] direction,
with an angle between mexp and the b axis of 28 for StewartRs
vector and of 108 for the QTAIM one. Regardless of the
choice of partitioning scheme, the standard uncertainties
(s.u.) are quite large: 24–28% for the most significant y
component, 38–75% for the z component and 95–130% for
the x component, meaning that within 2 s.u.s the dipole
moment is either halved or increased by about 50%.

For the isolated molecule in the crystal geometry the mag-
nitude of the dipole vector is jm j=2.88 D (MCG-B3LYP).
Full geometry relaxation of the molecule in the gas phase
enhances the dipole moment by 26% up to 3.64 D (MOG-
B3LYP). The largest difference between the dipole moment
directions derived from experiment and theory is approxi-
mately 798 for the isolated molecule in the crystal geometry
and decreases to about 368 after molecule optimisation. By
considering the QTAIM value as the best experimental esti-

mate of the dipole moment and the MCG-B3LYP value as
the reference, the dipole moment enhancement, occurring
upon crystallisation as a consequence of both crystal field
effects and intermolecular interactions, is about 87%,
whereas, with respect to the MOG-B3LYP value, the en-
hancement is reduced to 48%, again high, but quite close to
the range of 30–40% reported in the literature as typical for
hydrogen-bonded systems.[46,47] In an attempt to calculate
the ab initio value of m in the crystal, we performed fully pe-
riodic DFT calculations on the 17 K experimental geometry
with the CRYSTAL2003 program.[30] However, as this ver-
sion of the code (the only one that can handle a structure as
large as 1) does not include QTAIM analysis of the electron
density, we could only derive a value for the dipole moment
from the periodic Mulliken DMA, as retrieved from the
wavefunction of the CRYSTAL2003 program by the code
PAMoC.[33] We have obtained a value of 1.48 D (P-B3LYP,
Table 4), which differs by less than 3 s.u.s from the experi-
mental QTAIM estimate, but is certainly much lower than
expected, as it contradicts the enhancement of the molecular
dipole moment commonly observed on crystal formation.[48]

The angle between the experimental and the P-B3LYP
dipole moments is between 35 and 408, depending on the
scheme adopted to partition the experimental 1(r), and is
mainly determined by the x components, which have oppo-
site signs.

The P-B3LYP result was confirmed by an MCG-B3LYP
calculation on a molecule of 1 embedded in a field of 41930
point charges obtained by a QTAIM analysis of the theoreti-
cal (MCG-B3LYP) electron density and located at the
atomic positions in the crystal: the interaction with the
background of point charges yielded a dipole moment of
1.76 D. On the other hand, a multipole refinement of the
theoretical P-B3LYP structure factors, performed with the
VALRAY code with the same multipole model described in
Paper 1 for the refinement of experimental structure factors,
yielded a large molecular dipole moment of 11.1(6) D, and
an early evaluation of jm j from a multipole refinement of
our experimental data with the XD code[49] gave an even
larger value of 13.8(28) D. A detailed investigation of this
issue is beyond the scope of this paper and will be reported
separately.[50]

Second moments : These moments provide a second-order
approximation of the total electron distribution, giving at
least a crude idea of its shape: their reliability as derived
from low-temperature high-quality X-ray diffraction data
sets has been widely proved by the work of Spackman and
co-workers.[14,51, 52] Nevertheless, very few studies on molecu-
lar quadrupole moments extracted from experimental
charge-density analyses have been reported so far.[52, 53]

In the case of a non-symmetric molecule, such as 1, the
six components of the second moment tensor are all inde-
pendent and their relationship to charge contraction/expan-
sion along a particular direction defined by some structural
elements (e.g., a bond axis) is not as straightforward as in
simpler cases.[46,52, 54]

Figure 5. Linear correlation between experimental and MCG-B3LYP
values (in debyeT3) of the fourth moments of 1. The standard uncertain-
ties of the experimental values are reported as vertical bars. The inset is
an enlargement of the upper right corner of the main graph.
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The isotropic value of the molecular second moment in 1,
calculated as one third of the trace of the second moment
tensor m(2), is �219.0 buckingham (B) in the crystal form (P-
B3LYP) and is slightly more negative in the isolated mole-
cule in the crystal (�225.4 B, MCG-B3LYP) and optimised
(�230.6 B, MOG-B3LYP) geometries. From an inspection of
Table 5, it can be seen that 1) the experimental values of the
tensor components are in excellent, quantitative agreement
with the theoretical ones and 2) the experimental s.u. of the
diagonal elements of the tensor are very small (<6% of the
corresponding quantity). This implies that, at variance with
the molecular first moment, the second moment of 1 is
highly significant and well-determined. The Lx, Ly, and Lz

principal values (not reported here) differ by less than 14–
18% from the isotropic value, indicating a nearly spherical
electron density distribution. This may be quantified by in-
troducing the asphericity parameter A[55] given by Equa-
tion (6).

A ¼ ½1=2
X

i>j
ðLi�LjÞ2=ð

X
i
LiÞ2	1=2 ð6Þ

As shown in Table 5, the values calculated for A for the
crystal and the isolated molecule are close to zero, as ex-
pected for spherically symmetric objects.[56] Another mea-
sure of anisotropy, reported in Table 5, is given by the trace
relationship (1=2 ACHTUNGTRENNUNG[3Tr(m2)�ACHTUNGTRENNUNG(Trm)2])

1=2, which defines the devia-
tion from the isotropic value, and is about 3% for 1. The
only significant trans-axial distortion of the ellipsoid is given
by the xz off-axis component of 14 debyeT.

The almost equal distribution of molecular charge in the
three directions of space explains why the first moments are
scarcely significant and ill-determined, whereas the second
moments are large, significant and highly reliable. Similar
considerations apply to the third and fourth moments, as de-
scribed in the next section.

Higher order moments : To the best of our knowledge, X-
ray-derived third moments have been reported in the litera-
ture in only three cases[57–59] and molecular fourth moments
have been published only once as Supporting Informa-
tion.[60] This is probably because their direct interpretation
in terms of charge density distribution is not as straightfor-
ward as for the lower moments.

The experimental third and fourth moments of 1 derived
from QTAIM partitioning of the electron density are com-
pared with the corresponding MCG-B3LYP values in
Figure 4 and Figure 5.[61] The components vi=�jmijj (i,j=
x,y,z) and the magnitude jv j of the vector part of the third
moment tensor are also reported in Figure 4, whereas
Figure 5 shows, in addition to the mijkk components, the ele-
ments tij=�kmijkk (i,j,k=x,y,z) of the matrix part of the
fourth moment tensor together with its isotropic value tiso=
1=2Trt. As for the first moments, least-squares uncertainties
in the third moments are quite large so that their estimated
values are not statistically very significant. When compared
with the theoretical results, the mxxx and myyy elements differ

both in magnitude and sign and these discrepancies are re-
flected in the vx and vy vector components. Still, it is worth
noting that the remaining components have values that are
in fair agreement with calculated values.

The fourth moments are large and rather well determined,
further pointing to a nearly spherical charge distribution.
The agreement between experimental and theoretical results
is almost quantitative (Figure 5) in spite of the fact that the
components that are expected to be small or null for a
spherical charge distri bution (i.e., s3t and s2tu, where s,t,u=
x,y,z) are affected by large least-squares errors.

At the request of one of the referees, we mention here
that the experimental electric moments of 1 obtained from a
less extended multipolar model (Lmax=4 for the sulfur atom
and Lmax=3 for the nitrogen, oxygen and carbon atoms) are
equivalent within 1.5 s.u. to those discussed above. The pres-
ence of hexadecapoles on all non-hydrogen atoms is there-
fore confirmed as essential to properly locate the bcp of the
S1···O1 interaction (as discussed in Paper 1), but has a limit-
ed impact on the values of the electric moments. Full details
of the experimental electric moments as obtained with the
less extended multipolar model are reported in the Support-
ing Information.

Hydrogen bond energetics : The crystal structure of 1 shows
one NH···N intermolecular hydrogen bond connecting the
acidic tetrazole ring of one molecule with the pyrimidinone
system of another and 11 intermolecular short contacts of
the CH···X type (with X=O, S or N): in Paper 1 all these in-
teractions were classified as true hydrogen bonds on the
basis of topological criteria.[15,62] The four hydrogen-bonded
molecular pairs (hereinafter dimers or dimeric adducts) re-
sulting from these interactions are denoted with letters A–D
in Table 6. Dimer A, whose two molecules are related to
each other by the crystallographic glide plane c, has five dif-
ferent hydrogen bonds that are responsible for the forma-
tion of infinite ribbons running along the c axis. Contiguous
ribbons along the a axis are related by two-fold screw axes
and linked by the C22�H22···N3 interaction, forming dimer
D (Figure 6a). The five hydrogen bonds of dimer B, whose
two molecules are 9.443 T apart and are related by a 21 axis,
account for zigzag ribbons extending along the b axis (Fig-
ure 6b), whereas the C11�H11C···N3 hydrogen bond of pair
C, occurring twice because of a centre of inversion, relates
the two molecules in a head-to-tail fashion.

To gain a deeper insight into the fundamental nature of
intermolecular hydrogen bonds and to rank their strength
on a relative scale, it is crucial to obtain reasonable esti-
mates of their energies: to this end, it must be noted[63] that
the theoretical and experimental values of the total intermo-
lecular interaction energy (Eint) should not be quantitatively
associated with the hydrogen bond energy as the intermolec-
ular hydrogen bonds are not the only and not necessarily
the main contributions to Eint.

We followed the approach proposed by Abramov[64] for
closed-shell interactions including hydrogen bonds in which
the kinetic energy density G(r) at the bond critical points is
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related to the experimental topological parameters through
Equation (7) and to the potential energy density V(r)
through the local statement of the virial theorem[19] ex-
pressed by Equation (8).

GðrÞbcp ¼ 3=10ð3p2Þ2=3 ½1ðrÞbcp	
5=3

þ1=6r21ðrÞbcp

ð7Þ

VðrÞbcp ¼ 1=4r21ðrÞbcp

�2GðrÞbcp

ð8Þ

The results obtained by ap-
plying these relationships to the
experimental 1(r) of 1 for each
of the 12 intermolecular hydro-
gen bonds are listed in Table 6,
where the reported values of
V(r)bcp are to be considered as
estimates, as the multipole-de-
rived charge density does not
obey the local virial theorem.
The relationship between the
two local electronic energy den-
sities, G(r)bcp and V(r)bcp, is

shown in Figure 7. A fair linear dependence is obtained for
all the weak CH···X hydrogen bonds, in agreement with re-
sults reported by Espinosa et al.[65] for a series of molecular
dimers involving XH···O hydrogen bonds (X=C, N and O),
but a quadratic fitting is even more applicable (correlation
coefficient of �0.9997) to the whole range of YH···X inter-
actions despite the different chemical nature of the species
involved.

The same authors showed that for closed-shell interac-
tions the hydrogen bond energy EHB (defined as �De, where
De is the hydrogen bond dissociation energy) may be corre-
lated to the V(r)bcp value through the relationship given by
Equation (9).

EHB ¼ 0:5VðrÞbcp ð9Þ

We are aware of the criticism that has been raised towards
such a relationship,[66] but have preferred to maintain the

Table 6. Estimates of the kinetic energy density (G(r)bcp), local potential energy density (V(r)bcp) and bond en-
ergies (�EHB) from the experimental topological indicators of the intermolecular hydrogen bonds.

Pair[a] Bond dH···A

[T]
G(r)

[kJmol�1bohr�3][b]
V(r)
[kJmol�1bohr�3][c]

�EHB

ACHTUNGTRENNUNG[kJmol�1][d]

A N6�HN6···N1 1.871(10) 62(2) �98(4) 49
A C12�H12A···N5 2.329(6) 24.4(6) �20.1(9) 10.0
A C12�H12C···O1 2.345(7) 20.2(5) �15.3(7) 7.6
A C5�H5B···O2 2.460(6) 18.3(4) �14.6(6) 7.3
A C12�H12A···S1 3.068(6) 10.7(3) �7.8(3) 3.9
B C12�H12B···N5 2.553(6) 15.4(4) �11.5(5) 5.7
B C5�H5A···N4 2.677(6) 15.0(3) �11.3(4) 5.6
B C28�H28B···O2 2.743(6) 9.7(3) �6.4(3) 3.2
B C9�H9···N2 2.941(6) 8.6(2) �5.7(2) 2.9
B C30�H30B···O3 2.994(6) 5.9(2) �3.7(2) 1.9
C C11�H11C···N3 2.508(7) 16.3(4) �13.3(6) 6.6
D C22-H22···N3 2.516(6) 17.6(4) �13.8(6) 6.9

[a] Symmetry operations relating the second molecule of a pair to the parent one (at x,y,z) are for A:
x,1=2�y,�1=2 +z ; B: �x,1=2 +y,1=2�z ; C: �x,�y,1�z ; D: 1=2�x,�y,�1=2 +z. [b] The kinetic energy density was eval-
uated according to Equation (7), see ref. [64]. [c] The local potential energy density was evaluated by the ap-
plication of the local statement of the virial theorem {Eq. (8), see ref. [65]}. [d] Estimated using Equation (9):
EHB=0.5V(r)bcp.

Figure 6. Three-dimensional supramolecular architecture of 1 viewed
along a) the b axis and b) the c axis. Hydrogen atoms have been omitted
for clarity.

Figure 7. V(r)bcp versus G(r)bcp for the intermolecular hydrogen bonds of
1. Values are in units of kJmol�1bohr�3. The quadratic equation resulting
from the least-squares fit for all the hydrogen bonds is also reported.
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original empirical relationship of Espinosa et al. (as done re-
cently by Zhurova et al.[67]) mainly because our purpose was
simply to place the strengths of the hydrogen bonds on a
relative scale and other alternative equations appeared suit-
able only for a specific kind of hydrogen bond without cov-
ering the full range of interactions shown by 1.[68]

Our results are reported in the last column of Table 6. As
expected, the NH···N hydrogen bond is predicted to be the
most attractive bond with an energy of almost 50 kJmol�1:
note that the value of the potential energy density V(r) for
this hydrogen bond (�98(4) kJmol�1bohr�3) is very close to
the value of �91.89 kJmol�1bohr�3 reported[69] for a similar
intermolecular interaction in crystals of histidine, which is
the sixth residue in the octapeptide AII. The NH···N hydro-
gen bond found in those crystals is very similar to that ob-
served in 1 with an H···N bond distance of 1.82 T (1.871 T
in 1) connecting one N ACHTUNGTRENNUNG(sp3)�H hydrogen atom to the N ACHTUNGTRENNUNG(sp2)
nitrogen atom of the imidazole ring through the same sym-
metry relation that exists in dimer A of our compound. The
relevance of such a similarity to the understanding of the
peptidomimetic action of milfasartan at the AT1 receptor
will be discussed in depth in a forthcoming paper.[70]

Hydrogen bonds as pharmacophoric features : The values of
the CH···O interaction energies reported in the literature[71]

range between around 1 kJmol�1 in the case of very weak
hydrogen bonds and 9.5 kJmol�1 for polarised bonds: from
an inspection of Table 6 it can be seen that the three oxygen
atoms of 1 are all involved as acceptors in CH···O hydrogen
bonds and that their corresponding �EHB values lie in the
medium range 1.9–7.6 kJmol�1. The CH···N interactions
have been studied less, but their “subtle but important roles
in biological systems, at least when hydrophobic pockets are
involved” have been pointed out quite recently by means of
electrochemical and density functional analyses of pyrimi-
dine pairings.[72] All five N ACHTUNGTRENNUNG(sp2) nitrogen atoms of 1 (three in
the tetrazole ring and two in the pyrimidinone fragment)
are engaged as acceptors in NH···N and CH···N hydrogen
bonds, the latter with energies between 2.9 and 10 kJmol�1.

The C12 methyl group forms four different hydrogen
bonds with nitrogen, oxygen and sulfur atoms as acceptors.
Among these interactions, the C12�H12A···N5 hydrogen
bond stands out as the most attractive, having an energy of
10 kJmol�1. This means that this substituent group of the
central pyrimidinone ring can offer an efficient proton
donor site for interactions of the CH···X type with the re-
ceptor, providing a significant energetic contribution to the
total binding energy. This pharmacophoric feature closely
resembles that reported for the acidic CH group between
the two nitrogen atoms of imidazole in a recent survey of
histidine residues in proteins,[73] further proving that the His6

residue in AII can be mimicked by the pyrimidinone ring in
sartan drugs and that they probably share the same binding
mode to the AT1 receptor. Conversely, out of the 10 CH ar-
omatic groups, only two, the C9�H9 bond of the thiophene
and the C22�H22 of the o-phenyl ring, are weakly acidic
and give rise to hydrogen bonds, hinting that the interaction

with the receptor at these sites is dominated by dispersion
forces.

Finally, note that the two hydrogen atoms of the C5 meth-
ylene group are both involved in hydrogen bonds (with en-
ergies of 7.3 and 5.6 kJmol�1, respectively): this strongly sug-
gests that the role of this fragment is not just that of a
spacer between the thiophene and the pyrimidinone moiet-
ies, but rather that it participates actively in the drug–recep-
tor interaction.

Energies of intermolecular interactions : Non-covalent inter-
action energies are computed as the difference in energy be-
tween the dimer and the sum of the isolated monomers
[Equation (10)].

Eint ¼ EðABÞ�½EðAÞ þ EðBÞ	 ð10Þ

There are a variety of ways in which Eint can be parti-
tioned, but the scheme that has received the most use over
the years in theoretical calculations is the Morokuma–Zie-
gler decomposition scheme[74,75] expressed by Equation (11),
where Ees is the electrostatic interaction energy defined by
the exact potential (EP), EPauli is the exchange repulsion and
Eoi, the orbital interaction energy, includes charge transfer
and polarisation effects. Conversely, when the starting point
is an X-ray charge density distribution, a convenient formal-
ism is given by Equation (12).[76, 77]Here Ees is calculated ac-
cording to the Buckingham-type (moment–moment, MM)
approach,[6] the repulsion (Erep) and dispersion (Edisp) terms
are approximated using exp-6 atom–atom potentials and
Epen is defined as the interaction of the spherical charge dis-
tribution of one molecule with the deformation charge den-
sity of the second. Hydrogen bonds are described by omit-
ting the atom–atom repulsive potential terms between the
proton and its acceptor.[77]

Eint ¼ Ees þ EPauli þ Eoi ð11Þ

Eint ¼ Ees þ Erep þ Edisp þ Epen ð12Þ

Electrostatic interaction energies : The theoretical and experi-
mental estimates of the electrostatic contribution to the
total interaction energy for the four hydrogen-bonded
dimers of 1 and for two other pairings with short intermo-
lecular contacts (Figure 8) are summarised in Table 7. The
third column reports experimental values of Ees as obtained
from the multipolar X-ray-derived 1(r) through the MM ap-
proximation corrected for the promolecule energy following
the strategy recently proposed by Spackman[78] and imple-
mented in the PAMoC code.[33] In this approach, Ees is ex-
pressed as the sum of promolecule–promolecule, promole-
cule–deformation and deformation–deformation terms
[Eq. (13)], where Epro-pro is the sum of the coulombic interac-
tions between pairs of spherical atomic charge densities and
can be determined as a function of their separation, Edef-def is
the “old” MM electrostatic component of Equation (12)
arising from the deformation terms of the molecular charge
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distribution and Epro-def is the Epen component of Equa-
tion (12). The Edef-def part was evaluated from the atom-cen-
tred multipole expansion up to the hexadecapole–hexadeca-
pole term in the cartesian tensor formulation. The conver-
gence of the multipole series was tested by examination of
the contributions of terms with increasing power of 1/R, that
is, the reciprocal of the internuclear distance: for the quad-
rupole–hexadecapole terms we found a maximum contribu-
tion of 0.59 kJmol�1, for the octupole–octupole terms
0.11 kJmol�1 and for the hexadecapole–hexadecapole contri-
butions 0.01 kJmol�1. The fourth column reports the electro-
static interaction energies as obtained with the ADF pro-
gram[25,26] for the isolated dimers.

Ees ¼ Epro-pro þ Edef-def þ Epro-def ð13Þ

We note that for all the dimers the contribution of the
Epro-pro term to the electrostatic energy is large and, with the
exception of dimer D, it is more negative than the quantity
Edef-def. In particular, for dimers A, B and F, Epro-pro contrib-
utes from 74 to 88% to the total (attractive) electrostatic
energy, whereas for dimer C the two contributions are com-
parable (�11 and �13 kJmol�1 for Edef-def and Epro-pro, re-
spectively) and in dimer E, for which the Edef-def term is re-
pulsive (+6 kJmol�1), the Epro-pro contribution
(�10 kJmol�1) makes the total electrostatic energy attrac-
tive. From an inspection of Table 7, the following points can
be noted.

1) For all six dimers, the Ees values are always negative.
2) The agreement between the experimental estimates of

Ees and those from the exact potential is more than satis-
factory, the new Spackman model for Ees predicting the
correct relative electrostatic interaction energies with no
exceptions.

3) As expected, the highest value in modulus is found for
dimer A, whose strong NH···N hydrogen bond accounts
for the energetically most favourable dimer configura-
tion. By considering, to a first approximation, the hydro-
gen bond energies reported in the preceding section to
be on the same scale as the Ees values, we observe that
the hydrogen bond energies of this pair account for
almost 80% of the electrostatic term. The remaining
20% is due to attractive electrostatic interactions other
than hydrogen bonds, including C12···HN6 (at 2.905 T
and �12 kJmol�1) and C9···H13B (at 2.912 T and
�8 kJmol�1).

4) Dimer B and C have comparable values of Ees although
the percentage of the EHB contribution is significantly
different (74 and 58% for dimer B and C, respectively).
The remaining stabilisation in pair C is due to other sig-
nificant attractive interactions, such as C9···H8 (at

Figure 8. ORTEP plot of six molecular pairs of 1. Ellipsoids at the 50%
probability level. Intermolecular hydrogen bonds, where present, are rep-
resented as dashed lines.

Table 7. Comparison between values of the electrostatic contribution to
the total interaction energies for six molecular pairs of 1, as evaluated by
different methods.

Pair[a] dCM

[T][b]
Ees

ACHTUNGTRENNUNG[kJmol�1]
Experimental[c] MCG-BLYP[d]

A 6.037 �98(3) �125
B 9.443 �26(2) �31
C 11.356 �23(4) �19
D 13.365 �5(2) �11
E 12.312 �3(2) �3
F 12.389 �22(2) �17

[a] Symmetry operations relating the second molecule of a pair to the
parent one (at x,y,z) are for A: x,1=2�y,�1=2 +z ; B: �x,1=2 +y,1=2�z ; C:
�x,�y,1�z ; D: 1=2�x,�y,�1=2 +z ; E: �x,1�y,1�z ; F: 1=2�x,1=2 +y,z.
[b] Distance between the centres of mass of the molecules in a pair.
[c] Electrostatic energy obtained through Equation (13) (see text) applied
to the experimental 1(r). The s.u. of the Edef-def term is given in parenthe-
ses. [d] Electrostatic contribution to the interaction energy obtained from
MCG-BLYP calculations on the isolated dimers (ADF program).

www.chemeurj.org H 2007 Wiley-VCH Verlag GmbH& Co. KGaA, Weinheim Chem. Eur. J. 2007, 13, 6942 – 69566952

R. Soave et al.

www.chemeurj.org


3.188 T and �6 kJmol�1) and N4···H11C (at 2.634 T and
�4 kJmol�1).

5) Dimer F, although devoid of hydrogen bonds, has an Ees

value that is comparable to those of dimers B and C.
This is mainly due to the large contribution of the Epro-pro

term (�17 kJmol�1, that is, 77% of the total Ees) and to
the presence of some favourable atomic interactions. In
this pair, because of the orientation of the two molecules,
which are related by the glide plane b, the o-phenyl ring
of one molecule directly faces the butyl chain and the p-
phenyl group of the other whereas the remaining parts
of the two molecules, being far from each other, do not
form significant short contacts (Figure 8). The extra at-
tractive MM contribution can then be attributed to the
favourable interaction between the facing moieties. The
dimer conformation is such that the average plane
through the carbon atoms of the butyl chain of one mol-
ecule forms an angle of 118 with the average plane of the
o-phenyl group of the other (minimum distance of
2.771 T between the H21 and H7C atoms), whereas the
o- and p-phenyl rings are oriented in an edge-to-face (T-
shaped) arrangement (the angle between the ring planes
amounting to 818 with a minimum distance of 2.528 T
between the H23 and C15 atoms). This is known to be
the most favourable orientation for aromatic–aromatic
interactions, having in addition to the dispersion term a
significant electrostatic component (in the range of be-
tween 4 and 12 kJmol�1).[18] Dimer F closely fits this sit-
uation and our data provide a quantitative estimate of
the energy involved.

Total interaction energies : Table 8 shows Eint values evaluat-
ed as follows: through Equation (12) applied to the experi-
mental (third column) 1(r) of the crystal form, through
Equation (11) applied to ADF MCG-BLYP calculations
(fourth column) and through Equation (10) applied to su-
permolecule MCG-B3LYP calculations (fifth column). The
values in the last two columns take into account the correc-
tion for the BSSE through the counterpoise method.[32] The
following points can be noted.

1) Pair A, although having the largest attractive electrostat-
ic energy, is not the most favoured, having a total experi-
mental energy of just �10 kJmol�1. Because of the orien-
tation of the two molecules, whose centres of mass are
separated by only 6.037 T (Figure 8), the dimer is char-
acterised by a polar head that forms attractive hydrogen
bonds and by a crowded organic tail with several short
interactions, especially between hydrogen atoms, whose
large repulsive contribution offsets the attractive con-
tacts.

2) Despite the less favourable values of Ees with respect to
pair A, pairs B and C show larger total attractive ener-
gies, 18 and 20 kJmol�1, respectively. This is due to the
reduction in the repulsive term Erep, which decreases to
38 and 13% (for B and C, respectively) of the value of

dimer A, because of the increased distance between the
centres of mass. Moreover, pair B is significantly stabi-
lised by the large contribution of the dispersive term
Edisp, attractive by 83 kJmol�1, which reflects a structural
pattern in which the area of overlap between the atoms
of the two subsystems is maximised[18] (Figure 8).

3) The Eint values from Equation (10) and Equation (11) for
isolated dimers predict the same relative order of stabili-
ty, with the exception of dimer A, which is calculated to
be repulsive by the ADF program.[25,26]

4) Conversely, the discrepancies between the estimates ob-
tained for the crystal (third column) and those obtained
for isolated dimers (fourth and fifth column) are large
and call for further investigation. They have to be partly
imputed to matrix effects: indeed, as the gas-phase
dimers are treated as if they had the crystal geometry
without previous optimisation it is not surprising that
they are energetically less favoured than the in-crystal
molecular pairs. Furthermore, some improvement could
be achieved with a better estimate of the BSSE, whose
correction by the counterpoise method is probably over-
estimated.[79] Finally, regarding the experimental estimate
of Eint from Equation (12), it has been acknowledged[78]

that the incorporation of the promolecular energies into
the electrostatic term would necessitate redetermination
of other terms in the force fields, especially the repulsion
terms, and the achievement of this point, currently under
investigation, would imply the determination of more re-
alistic experimental interaction energies.

Conclusion

The structural, topological and electrostatic features of the
antihypertensive drug milfasartan have been discussed from

Table 8. Comparison between values of the total intermolecular interac-
tion energies for six molecular pairs of 1, as evaluated by different meth-
ods.

Pair[a] dCM

[T][b]
Eint

ACHTUNGTRENNUNG[kJmol�1]
Experimental[c] MCG-BLYP[d] MCG-B3LYP[e]

A 6.037 �10(3) 12 �8
B 9.443 �18(2) 27 17
C 11.356 �20(4) 5 0
D 13.365 �12(2) �2 �4
E 12.312 18(2) 18 13
F 12.389 2(2) 20 12

[a] Symmetry operations as in Table 7. [b] Distance between the centres
of mass of the molecules in a pair. [c] Interaction energy obtained
through Equation (12) (see text) applied to the experimental 1(r). The
s.u. of the Ees term is given in parentheses. [d] Interaction energy, correct-
ed for BSSE by the counterpoise method, obtained from MCG-BLYP
calculations on the isolated dimers with the Morokuma–Ziegler decom-
position scheme implemented in the ADF program. [e] Interaction
energy, corrected for BSSE by the counterpoise method, obtained from
MCG-B3LYP calculations on the isolated dimers through Equation (10)
(see text).
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the viewpoint of molecular recognition based on the as-
sumption that the physical properties of a drug molecule in
its crystal state, explaining the molecular self-affinity that
gives rise to crystallisation, can rightly be used as the struc-
tural basis for recognising attractive interactions between
the drug and its receptor. We have shown that electrostatic
properties (derived from both the experimental electron
density and the ab initio wavefunction) can be used, in addi-
tion to the usual structural parameters, as molecular descrip-
tors of the binding affinity between the drug and its receptor
and allow us to gain an insight into the physical nature of
the drug–receptor interactions. In particular, the following
conclusions can be drawn:

1) We have found, by means of QTAIM group charges, that
milfasartan has a nearly spherical electron density distri-
bution, characterised by a combination of electropositive
and electronegative zones rather than by a unique elec-
trophilic region opposed to a nucleophilic area.

2) As a consequence, odd-rank moments are scarcely signif-
icant and are ill-determined, whereas even-rank mo-
ments are large and significant.

3) Hydrogen bonding, accounting for up to 80% of the
electrostatic interaction energy, effectively plays a key
role in regulating the activity of sartan drugs and may be
considered a meaningful driving force for the recognition
process. The key pharmacophoric features of the hydro-
gen bonds are the acidic N6�HN6 group, the C12 and
C11 methyl residues, the C5 methylene and two CH
bonds of the aromatic rings as donors, and all five NACHTUNGTRENNUNG(sp2)
nitrogen atoms together with the sulfur and the three
oxygen atoms as acceptors.

4) Dispersive interactions are important at the thiophene
and at both the phenyl fragments, even if evidence of an
electrostatic interaction between the o-phenyl ring and
another aromatic ring has also been shown, when their
mutual orientation is edge-to-face.

5) The new model proposed by Spackman to evaluate the
electrostatic contribution to the intermolecular interac-
tion energy has been successfully applied to an experi-
mental charge density distribution of a large system (70
atoms) and appears to be a very powerful tool for the
study of hydrogen-bonded crystals.

Most of the available literature on the relevance of first
and second electrostatic moments in predicting the mecha-
nism of reactivity in molecular recognition processes relates
to the theoretical estimates of the mentioned quantities: we
think that our work represents an important step in the di-
rection of the experimental determination of the electrostat-
ic properties, which may also become important in molecu-
lar mechanics calculations. The interplay between experi-
ment and theory in this field can reveal further insights,
such as the structural and electric rearrangements that occur
upon crystallisation.

In terms of drug design, all the described pharmacophoric
features must be taken into account in the further develop-

ment of non-peptide AII receptor antagonists, which could
potentially be improved by properly introducing stronger
hydrogen-bond donor and acceptor groups. This study is
therefore a useful guide to the rational development of
highly effective sartan drugs.
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